
❖ Motivation

➢ High-Stake Need: Emergency Medical Service decisions 

require reliable, expert-level reasoning

➢ Method Gap: Current CoT/RAG treat reasoning/retrieval 

as generic, ignoring which expertise (subject area + 

certification) should guide the process.

➢ Data Gap: Existing medical QA lack structured expertise 

annotations and EMS-specific curated knowledge, making 

expert-aligned evaluation hard.

❖ Contribution

➢ EMSQA: 24.3K EMS-related QAs, covering 10 subject areas 

and 4 certifications. Accompanied by EMSKB with 40K 

documents and 4M Real-world patient care reports

➢ Expertise-guided LLM framework, infer EMS expertise 

attributes and inject them via 1) Expert-CoT (expert-

style reasoning prompts) and 2) ExpertRAG (expert-

aligned retrieval from EMS KBs + patient records).

➢ Expert-CoT + ExpertRAG improves accuracy by up to 

4.59%; 32B expertise-augmented models pass all EMS 

certification simulations.

Introduction

EMSQA, EMSKB and Patient Records

❖ Where do SOTA LLMs shine 
or stumble across subject 
areas and certification?

❖ EMSQA Statistics

➢ 18,602 public and 5,669 private NREMT practice questions

➢ 4 Certification levels, 10 Subject Areas

❖ EMSKB

➢ Crawled from 16 education resources

➢ Knowledge Coverage

➢ Syntactic (Embedding Similarity)

➢ Semantic (Vocab, EMS Concept)

❖ Patient Records 

➢ NEMSIS Tubular Data → Textual Data

➢ Knowledge Coverage (Syntactic, Semantic)
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Results

❖ How much does explicit expertise injected by Expert-
CoT and ExpertRAG lift baseline accuracy?
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Expert-CoT & ExpertRAG

❖ Filter Training

➢ Input: Q + <classify>   Output: Subject Area; Certification

❖ Expert-CoT

➢ Given the question 𝑞𝑖, options 𝑂𝑖, certification level 𝑙𝑖, 
Think from EMS-specific standpoint of subject area 𝑠𝑖

❖ ExpertRAG

➢ Global (baseline): Retrieve top M from KB and N from PR

➢ Filter then Retrieve: Filter documents in KB & PR using 

subject area 𝑠𝑖, then retrieve top-M/N documents

➢ Retrieve then Filter: First retrieve 10×M/N candidates 

from KB/PR, then filter by 𝑠𝑖 to keep top-M/N docs

❖ Can expertise-aware LLMs pass the NREMT standardized 
tests at different certification levels?

❖ What is the Expertise 
Classification Performance?
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